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Some Definitions

From The Definition Of Conditional Probability:
Multiply Each Fraction By The Denominator:
Set The Two Expressions To Be Equivalent:

Divide by P(B):

Some Definitions

P(A)  P(4)
P(B) P(A.B) P(A,B)
P(IB) P(A,'B) P(IA,1B)

e P(A) and P(B) are examples of marginal probabilities.
e P(A,B) is an example of a joint probability.

o A conditional probability, for example, P(A|B) is defined as the appropriate joint prob-

P(A,B)

ability divided by the marginal probability: —57;

From The Definition Of Conditional Probability:

P(A|B) = ZLE)

P(BlA) = B8



3 Multiply Each Fraction By The Denominator:

P(A|B)P(B) = P(A, B)
P(B|A)P(A)
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4 Set The Two Expressions To Be Equivalent:

P(A|B)P(B) = P(B|A)P(A)

5 Divide by P(B):

A)P(A
P(A|B) = PE

This is Bayes Theorem.
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